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Abstract

Precise pupil center detection is an important factor for gaze tracking in video-oculography (VOG) systems. Existing methods per-
form well to extract the features when the area of pupil in eye image is clear, whereas, interferences, such as eyelashes, corneal reflection
etc., will lead to a low success rate. One main reason is the closure of eyelids. In this paper, a systemic 3D transformation algorithm is
proposed to accurately ascertain the pupil center, in spite of the complicating factors mentioned above. Experiments show the good per-
formance of our method. And the pupil center could be extracted accurately, even though only 25% of the pupil is visible.
� 2008 National Natural Science Foundation of China and Chinese Academy of Sciences. Published by Elsevier Limited and Science in
China Press. All rights reserved.
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1. Introduction

As a reality, eye gaze plays an important role in human
communication, and it has the following specialties: direct-
ness, naturalness, intercommunication etc. So people exhi-
bit keen interest and have conducted a great deal of
research on it. Following the progress of research, there
appear three main techniques for detecting eye movement
and eye gaze: Sclera search coil (SSC), electro-oculography
(EOG) and infra-red video-oculography (VOG) [1–3].
Among them, SSC and EOG are the intrusive techniques,
i.e., they require some special equipment to put physical
contact with the users. These equipments include, for
example, coils, electrodes, contact lens etc. [4]. Those are
inconvenient to be used and will produce some discomfort
after a long wearing. Contrasting with the above two meth-

ods, VOG is a non-intrusive technique. It is mainly vision
based, i.e., it is trying to determine the position of the
eye using the information provided by a camera that cap-
tures eye images and employing computer vision tech-
niques together with digital image processing algorithms
[4,5]. Due to its insignificant artifacts, noninvasive feature,
and freedom of head movement, VOG is becoming more
and more attractive. Although there are so many advanta-
ges, VOG also has the shortage that it cannot determine
the precise center and radius of the pupil when the upper
eyelids droop [3,6,7], and this shortage will raise the error
rate for the whole VOG system.

In order to solve the problem mentioned above, many
researchers have carried out a great deal of work in this
area, and have presented different techniques. The conven-
tional ways are averaging the coordinates of the edge
points of the pupil [8], fitting a circle or ellipse to the pupil
boundary [9,10], calculating the center of gravity of the
pupil (COG) [11,12]. Some researchers employed new tech-
niques and improved those traditional methods. Ebisawa
[13] suggested an accurate image-based eye gaze estimation
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system using two IR light sources placed in different loca-
tions: near and away from the optical axis of the camera.
This greatly enhanced the contrast between the pupil and
the other parts of the eye, and will be conducive to extract
the pupil contour. Yoo and Chung [14] utilized the method
of Ebisawa and presented a boundary detection method
similar to the active shape model (ASM). He first used a
circle as an initial contour to locate the rough position of
the pupil area. Then a simple temple [000111] was used
for edge detection. Finally, the boundary of the pupil was
fitted by using the direct ellipse algorithm. This method is
robust and good at pupil detection, but it is not good at
pupil feature extraction. Some interference, especially
dropping eyelid will lead to inaccurate results. Zhu et al.
[15] utilized the curvature characteristics of the pupil
boundary to eliminate the deterring factors caused by the
eyelids, eyelashes and so on. This technique is robust and
accurately estimates pupil center with less than 40% of
the pupil boundary points visible. However, there still is
a shortage that the algorithm could lead to false results
when the obscuration of the pupil by an eyelid is small
and the curvature transition from the visible pupil to the
eyelid is smooth. Moore et al. [16] used the polar cross cor-
relation method for the measurement of ocular torsion. He
assumed the eyeball as a sphere and constructed a three-
dimensional eyeball model by using the general anatomic
knowledge of the human eye. Recently, Kim and Park
[17] developed a precise pupil size calculation technique
by the Moore’s method. Moore and Kim mainly used a
rotation method, i.e., they transformed the coordinates of
boundary of the pupil from eccentric eye position into ref-
erence position which paralleled to the image plane of the
camera, and then the shape of the pupil could be
constructed.

In this paper, a new technique for extracting the features
of pupil, especially obtaining the center of pupil is devel-
oped. It is assumed that the shape of the human eyeball
is a sphere, and the contour of the pupil is a circle which
belongs to a smaller virtual sphere concentric with the eye-
ball. A 3D eyeball model is reconstructed. And then, the
iterative least square (ILS) algorithm, projection transfor-
mation and circle fitting techniques are adopted to extract
the features of the pupil. The main differences between ours
and Kim’s are that we used a spatial plan fitting algorithm
to replace the ration algorithm which is unstable and com-
plicated to be calculated.

2. Image acquisition and pretreatment

In our experiment, a goggle equipped with a CCD cam-
era and infra-red luminescent diodes were mounted on the
head of a subject to acquire the eye images. The camera
worked at 50 frames/s, and the size of captured pictures
was 640 � 480 pixels (see Fig. 1). The picture that the eye
looked straight ahead at the camera lens was selected as
the reference picture. Because of the IR light illumination,
the pupil is very outstanding from the whole image. It is

easy to ascertain the reference pupil center by using the
hybrid projection functions algorithm (HPF) [12]. The
HPF is defined as:

HPF vðxÞ ¼ aIPF vðxÞ þ bVPF vðxÞ

HPF hðxÞ ¼ aIPF hðxÞ þ bVPF hðxÞ

(
ð1Þ

where v is the vertical direction in the images, h is the hor-
izontal direction. a and b are constants, and satisfied
a + b = 1. They are determined by the experiment. IPF is
the integral projection function, VPF is variance projection
function, and they can be defined as follows:

IPF v ¼ 1
y2�y1

R y2

y1
Iðx; yÞdy

IPF h ¼ 1
x2�x1

R x2

x1
Iðx; yÞdx

8<
: ð2Þ

VPF vðxÞ ¼ 1
y2�y1

Py2

yi¼y1

½Iðx; yiÞ � IPF vðxÞ�

VPF hðyÞ ¼ 1
x2�x1

Px2

xi¼x1

½Iðxi; yÞ � IPF hðyÞ�

8>>><
>>>:

ð3Þ

where I(x, y) is the intensity of a pixel at location (x, y). [y1,
y2] and [x1, x2] are the intervals of vertical and horizontal
of an image, respectively. The detection of reference pupil
center is illustrated in Fig. 1.

Normalization followed data collection in order to bet-
ter locate the interested region. Set the center point as the
origin point, and use a l � h rectangle to standardize the
sequence images (see Fig. 1(c)). The value of l is approxi-
mately equal to the length of a general human eye, and
the value of h is approximately equal to 1.5 times the width
of a general human eye.

Fig. 1. The captured eye pictures. (b) The reference picture which eye
looked straight to the camera lens. The size of a, b, c and d is 640 � 480
pixels. (a) Illustrates the vertical of HPF, (b) illustrates the horizontal of
HPF, (c) illustrates the area of normalization. (x0, y0) is the center point of
the pupil of the reference picture (b), and it is set as the reference point
which is used to normalize the sequence pictures.
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3. Pupil center extraction algorithm

3.1. Human eye structure

Fig. 2 shows the major structure of a human eye. It can
be seen that the shape of the eyeball is approximately a
sphere with a radius of about 11.5 mm [18,19]. The iris
looks like a plane section and the boundary of it is similar
to a circle on the sphere. The pupil is just like a circular
aperture on the plane which has the same center as the iris.

3.2. 3D eye model

We first used the technique in Ref. [20] to achieve the
conversion factor d which can be used for transforming val-
ues from world coordinate system (WCS) to image coordi-
nate system (ICS). Then the value of Rv was calculated
according to the geometry of the eyeball as shown in Fig. 2.

Rv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

e � R2
i þ R2

p

q
ð4Þ

in which Rv is the radius of the virtual ball in ICS.
Re = d � 11.5 is the radius of the eyeball. Ri and Rp are
the radius of iris and pupil in ICS, respectively, and can
be acquired through a sophisticated image processing algo-
rithm [21]. The 3D eye model was developed by the right-
handed Cartesian coordinate system and the above param-
eters. In Fig. 3, the pupil is at an eccentric eye position and
the apparent shape of it is an ellipse. P is the space plane
which contains the edge points of the pupil. Arrow d de-
notes the direction that parallels to the vector of the plane
P.

3.3. Extraction algorithm

The relative position of the camera and eye is immov-
able. So, as mentioned above, the apparent shape of the
pupil is an ellipse. Whereas, if we use an active camera
where the optical of camera lens is always vertical to the
vector of plane P, i.e., the camera image plane is always
parallel to the plane P, the shape will always be a circle

which is simpler and more accurately fitted. So, considering
those advantages, an algorithm of space plane fitting based
on ILS algorithm was firstly used to acquire the plane P.
Then, space projection and circle fitting algorithms were
used to extract the features of the pupil. The detail is as
follows.

The first step is the determination of the projection
plane. From Section 3.2, a part of 3D coordinates of the
edge points of the pupil has been achieved. Then, the fitting
space plane P (shown in Fig. 3) can be calculated by using
the ILS algorithm. A general space plane is described as the
following equation:

Axþ By þ Czþ D ¼ 0 ð5Þ

The sum of vertical distance from all the discrete points
to a plane can be defined as:

XN

n¼1

d2
n ¼

XN

n¼1

ðAxþ By þ Czþ DÞ2

A2 þ B2 þ C2
ð6Þ

According to the principle of least squares and the nec-
essary condition of multivariate function extreme value, the
following equations can be obtained:

H
PN
n¼1

ðAxnþBynþCznþDÞ�xn¼A
PN
n¼1

ðAxnþBynþCznþDÞ2

H
PN
n¼1

ðAxnþBynþCznþDÞ�yn¼B
PN
n¼1

ðAxnþBynþCznþDÞ2

H
PN
n¼1

ðAxnþBynþCznþDÞ�zn¼C
PN
n¼1

ðAxnþBynþCznþDÞ2

PN
n¼1

ðAxnþBynþCznþDÞ¼0

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð7Þ

where

H ¼ ðA2 þ B2 þ C2Þ ð8Þ

N is the number of scatter red space points of the pupil
edge; D is a constant; (xn, yn, zn) are the coordinates of
those points; and n = 1,2, � � � ,N. After solving (8), (A, B,Fig. 2. Structure of a human eye.

Fig. 3. The 3D eyeball model. P is the space plane which contains the edge
points of the pupil, P0 is a plane parallel to P.
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C) which is represented by D can be obtained, i.e., we get a
series of parallel space planes which in different position
determined by D. Once the value of D is fixed, the projec-
tion plane P0 (shown in Fig. 3) can be determined.

The next step is the space projection transformation. In
Fig. 3 the transformation from coordinate system OXYZ

to OX Y Z can be represented as:

�x

�y

�z

0
B@

1
CA ¼

a11 a12 a13

a21 a22 a23

a31 a32 a33

0
B@

1
CA

x

y

z

0
B@

1
CA ð9Þ

where [a11, a22, a33], [a21, a22, a23], [a31, a32, a33] are vectors
of axis X , Y and Z, respectively. And the others can be
decided easily by the plane P0. In the projection transfor-
mation, homogeneous equations are used and the projec-
tion function is as follows:

�xq

�yq

�zq

0
B@

1
CA ¼

1 0 � a21

a23
0

0 1 � a22

a23
0

0 0 1 0

0 0 0 1

0
BBB@

1
CCCAM

x

y

z

1

0
BBB@

1
CCCA ð10Þ

where

M ¼

a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

0 0 0 1

0
BBB@

1
CCCA ð11Þ

�x ¼ �xq=q; �y ¼ �yq=q;�z ¼ �zq=q ð12Þ
ai4 ¼ �ðai1x0 þ ai2y0 þ ai3z0Þ; i ¼ 1; 2; 3 ð13Þ

(x0, y0, z0) is the coordinate of the origin O in the coordi-
nate system OXYZ.

Next, a circle can be fitted by the traditional principle
that three points which are not on the same line can define
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Fig. 4. Accurate rate under the effect of the upper eyelid drooping.

Fig. 5. Experimental results of pupil fitting. From left to right, the area of pupil was reduced. When the area of the pupil was reduced to 20%, the
algorithm began to fail.
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a circle. And then, the anti-projection is employed to finish
the whole pupil feature extracting algorithm.

4. Experiments

To evaluate the performance of our algorithm, three pic-
tures where pupils are on the right, left and in the middle of
the eye, respectively were selected. We simulated the degree
of eyelid droop as the pupil was covered gradually from
10% to 90%. The detection performance was evaluated
based on subjective judgment since no ground truth was
available. We adopted and modified the evaluation criteria
in Ref. [22]. The hand-localized pupil centers served as
ground truth. Let H(i, j) denote hand-localized pixel and
E(i, j) the detected pixel. The distance Dis of H and E is
defined as kH � Ek2. The accurate rate of the algorithm
is defined as:

Accurate ¼ 1� Dis
maxfDisg

� �
� 100% ð14Þ

The experiments are illustrated in Figs. 4 and 5.

5. Conclusion

In the eye tracking system, estimation of the pupil radius
and center using the traditional circle or ellipse fitting algo-
rithm in 2D image would result in glaring error, mainly
because the pupil is not an ideal circle or the pupil area
is distributed by the drooping eyelid. In this paper, an accu-
rate eye feature extraction algorithm is presented. It over-
comes those shortages effectively by using a 3D eye
model and a projection transformation algorithm. How-
ever, there still exist some shortages. Our experimental
results showed that the following situations may lead to
inaccuracy.

(1) If the coverage of drooping eyelid is more than 75%,
the algorithm will be inaccurate.

(2) The rotation center of eyeball is varying. Too large
pupil eccentric angle will result in inaccurate results.

To overcome the limitations above, future work will be
concentrated on improving the accuracy and robustness of
the algorithm.
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